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We report a methodology for rapid assessment of impact
sensitivity of energetic materials which uses the ReaxFF
reactive force field in reactive dynamics (RD) simulations
of the high rate compression=expansion of a perfect ener-
getic crystal. This approach is validated here to study the
high rate impact sensitivity of 1,3,5-trinitrohexahydro-s-
triazine (RDX) crystal and octahydro-1,3,5,7-tetrazocine
(HMX) crystal at different phases (a, b, c, and d). These
simulations found that for a compression rate of
�8.76 km=s along the [100] direction, RDX crystals at lower
volume compression ratios (x¼ 30, 35, 38%) led only to a
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few RDX molecules decomposing and only into primary
products. However, at higher compression ratios
(x� 40%), all RDXmolecules in the crystal decompose very
quickly, leading to both primary and secondary decomposi-
tion reactions, including various intermediates such as NO2,
NO, HONO, and OH and final products such as H2O, N2,
CO, and CO2.

For the various phases of HMX, these ReaxFF RD
simulations found noticeably higher impact sensitivity
for the d-phase than for other three phases (a, b, and c).
At the same compression ratio x¼ 40%, all HMX mole-
cules in d-phase decompose leading to both primary and
secondary reaction. However, at 40%, only few HMX
molecules in a-, b-, and c-phases decompose. For a higher
compression ratio (x¼ 42%), increased HMX decomposi-
tion is observed for all four phases.

These simulation results for both RDX and HMX
crystals agree qualitatively with experiment observations.
We also observe a variation of the strain energy in differ-
ent HMX phases induced by the high rate compression,
which could be related to the sensitivity difference of
HMX phases. These simulations typically took less than
18 h to run on a single 3.0-GHz processor, demonstrating
that the fast compression approach by MD simulations
with the ReaxFF force field can be used for a quick evalua-
tion of the sensitivity of energetic materials.

Keywords: computer molecular dynamics, HMX, RDX,
sensitivity, shock

Introduction

A detailed description of the chemical reaction mechanisms of
condensed energetic materials at high densities and tempera-
tures is essential for understanding events that occur at the reac-
tive front of these materials under combustion or detonation
conditions. Under shock conditions, for example, energetic
materials undergo rapid heating to a few thousand degrees and
are subjected to a compression of hundreds of kilobars, resulting
in almost 30% volume reduction. Complex chemical reactions
are thus initiated, in turn releasing large amounts of energy to
sustain the detonation process [1–3]. Therefore, understanding
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the various chemical events at these extreme conditions is essen-
tial to build predictive models of material properties that can be
incorporated into full continuum approaches of describing
the detonation process at the macroscopic level.

Impact sensitivity of energy materials is an important prop-
erty for the handling of explosive compounds. Determination,
evaluation, and prediction of impact sensitivity stimulated
numerous studies in the last decades. It has been studied by
using various techniques: drop-weight [4], X-ray photoelectron
spectra (XPS) [5], molecular dynamics [6], quantum mechanics
[7–9], neural networks [10], and others [11–13]. These studies
found that the impact sensitivity is influenced by various
molecular parameters such as the oxygen balance [14], the
molecular electronegativity [15–17], the lengths of the trigger
bonds [18–20], and the charge dissymmetry around these bonds
in the ground state [21–23] and in excited states [24–27]. How-
ever, there is a lack of understanding of the impact sensitivity
of energetic materials at the molecular level. Understanding
from atomistic simulations will illustrate the detailed chemistry
of energetic materials upon impact and reveal the origin of their
sensitivity under various conditions.

In order to test=evaluate different energetic materials, we need
a quick, but reliable, method to get the information on the
impact sensitivity. In this work we used a reactive dynamics
(RD) simulation approach equipped with the reactive force field
(ReaxFF) to evaluate the sensitivity of pure explosive crystals.
The ReaxFF is a reactive force field we developed for numerous
reactive systems [28–38]. We have demonstrated that by fitting
the ReaxFF parameters to a large, quantum mechanics (QM)
derived training set containing energies and geometries for
ground state, intermediate, and transition state systems we
can obtain a reliable computational method for simulating
1,3,5-trinitrohexahydro-s-triazine (RDX) initiation chemistry
[28,29]. Furthermore, we have demonstrated the transferability
of the method by developing potentials for, among others, ener-
getic materials [28–33], hydrocarbons [34], silicon and silicon oxi-
des [35], aluminum and aluminum oxides [36], transition metal
chemistry [37], and magnesium and magnesium hydrides [38].
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In this work, the two similar cyclic nitramines, RDX and
octahydro-1,3,5,7-tetrazocine (HMX) were studied by using
the ReaxFF to evaluate their impact sensitivities under
compressions with different ratios in volume. Both RDX and
HMX are energetic ingredients used in various propellants
and explosives. Chemical formulas of RDX and HMX are
C3H6N6O6 and C4H8N8O8, respectively. The simulations in this
study help us to understand the complex physiochemical pro-
cesses that underlie the detonation of these materials and can
lead to methods for modifying the propellant and explosive
formulations, which are used to obtain better performance
(heat of detonation, detonation velocity) and safety heat, fric-
tion or impact sensitivity for different purposes. We demon-
strate here that high rate compression=expansion modeling
by RD simulations with the ReaxFF can be used for a rapid
evaluation of the sensitivity of energetic materials with various
formulas and configurations.

Reactive Force Field

The ReaxFF employs instantaneous bond orders, including
contributions from r, p, and pp bonds, which are calculated
from the interatomic distances. These instantaneous bond
orders are subsequently corrected with overcoordination and
undercoordination terms to force systems toward the proper
number of bonds. These bond orders are updated every RD
iteration, thus allowing the ReaxFF to recognize new bonds
and to break existing bonds. The ReaxFF partitions the overall
system energy into contributions from various partial energy
terms, as shown in the following:

Esystem ¼ Ebond þ Eover þ Eunderd þ Eval þ Epen

þ Etors þ Econj þ EvdW þ ECoulomb ð1Þ

These partial energies include bond order–dependent terms
like bond energies, valence angle, lone pair, conjugation, and
torsion angle terms to properly handle the nature of preferred
configurations of atomic and resulting molecular orbitals, and
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bond order–independent terms that handle nonbonded van der
Waals and Coulomb interactions. These latter interactions are
calculated between every atom pair, irrespective of connectiv-
ity, and are shielded to avoid excessive repulsion at short
distances. This treatment of nonbonded interactions allows
the ReaxFF to describe covalent, ionic, and intermediate mate-
rials, thus greatly enhancing its transferability. One important
goal in the development of the ReaxFF is to obtain a transfer-
able potential that can not only determine equilibrium bond
lengths, valence angles, and torsion angles from the chemical
environment of the system but also handle coordination
changes associated with reactions. We have been successfully
applied the ReaxFF to many systems [28–38]; the parameters
used here are the same as those reported earlier for nitramine
compounds [28,29]; for a detailed description of the QM test
cases included in the development of these parameters, see
the supplementary material of Strachan et al. [28]. For a more
elaborate description of the ReaxFF partial energy terms see
van Duin et al. [34,35].

Simulation Details

To study the shock sensitivity of energetic materials in the
condensed phase, we have developed a high strain rate
compression=expansion procedure coupled with ReaxFF RD
simulations, which mimics the conditions at the detonation
front. It consists of four stages illustrated in Fig. 1: (1) a
thermally equilibrated, zero-pressure crystal of volume V0 is
compressed uniaxially to V0(100� x)% at a constant strain rate
uc during time t1, where x¼ 1�V=V0 is the volume
compression ratio (%); (2) perform microcanonical (NVE) RD
simulation of compressed crystal for the time t2¼ 1 ps; (3)
uniaxially expand the crystal along the same direction as in
stage (1) to new volume V0 (100þ x)% during time t3 at one
third of the compression rate, ue¼ (1=3) uc; (4) perform
NVE-RD in the expanded cell for the time t4¼ 4 ps. We calcu-
lated the total simulation time of compression and expansion
stages (t1 and t3, respectively) using the same compression rate
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uc¼ 8.76 km=s and the integration time step of 0.1 fs in Table 1.
For example, in simulation with the compression ratio of
x¼ 40% along the [100] direction in RDX crystal, one needs
to run 1,290 steps (t1¼ 0.129 ps) at the first stage to get
V0(100� 40)% compression and 8,620 steps (t3¼ 0.862 ps) at
the third stage to reach 140% V0 expansion.

During the compression and expansion stages, all atom coor-
dinates (but not the velocities) are rescaled at each time step
and the periodic boundary conditions are applied in all three
dimensions. This procedure was tested on a number of cases
and aims to mimic a drop-weight experiment [4]. It should be
noted though that the simulated compression rate is substan-
tially higher than the conventional impact loading rate applied
to imperfect crystalline materials. At defects and grain bound-
aries, the temperature may rise significantly under compres-
sion, facilitating the formation of hot spots even at quite low
strain rates. Besides, the plastic deformation mechanism may
differ in various energetic crystals and depend on the strain
rate. It was suggested that plasticity in b-HMX may also
develop by twinning [39,40] (at least, at the low strain rate

Figure 1. Schematic simulation process of impact sensitivity
for a crystal of energetic materials. Apply V0(100� x)% uniax-
ial compression followed by an NVE (1.0 ps); then apply V0

(100þ x)% uniaxial expansion at the compressed state followed
by another NVE (4.0 ps).
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loading), whereas RDX has only the plane slipping and fracture
mechanisms of deformation.

In this article, we deal with a perfect crystal where no slip-
ping or twinning deformation may occur due to the very small
size and periodic boundary constraint. Thus, we need to whack
such a crystal really hard to raise the temperature high enough
for a rapid decomposition of molecules within tens of picose-
conds. We choose the compression rate uc close to the average
velocity of a detonation wave in the simulated materials. Such a
constant strain rate technique provides a reasonable agreement

Table 1
Detailed timing (in picoseconds) of the simulation stages of
the constant strain rate compression–expansion procedure

for different crystals of RDX and HMX at different
compression ratios x¼ 1�V=V0. The strain rate uc

at compression stage is 8.76 km=s

System

Compression
ratio,
x (%)

Compression
t1
(ps)

First
NVE,
t2 (ps)

Expansion,
t3
(ps)

Second
NVE,
t4 (ps)

RDX 30 0.097 1.000 0.647 4.000
35 0.113 1.000 0.754 4.000
38 0.123 1.000 0.819 4.000
40 0.129 1.000 0.862 4.000
42 0.136 1.000 0.905 4.000
45 0.145 1.000 0.970 4.000
50 0.162 1.000 1.078 4.000

a-HMX 40 0.120 1.000 0.800 4.000
42 0.126 1.000 0.840 4.000

b-HMX 40 0.129 1.000 0.862 4.000
42 0.136 1.000 0.906 4.000

c-HMX 40 0.130 1.000 0.878 4.000
42 0.137 1.000 0.911 4.000

d-HMX 40 0.155 1.000 1.031 4.000
42 0.162 1.000 1.083 4.000
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with the results of the piston-driven shock simulations (see
section on RDX crystals). However, it might be possible
to explore more sophisticated ways of strain rate control,
as proposed, for example, in various Hugoniostat techniques
[41,42], or simulate nonperfect crystals with defects.

In this work, we use our technique to study the initiation and
sensitivity of RDX and four different phases (a, b, c, and d) of
HMX crystal. The simulations have been performed for six
different compression ratios in RDX (x¼ 30, 35, 38, 40, 42,
and 45%) and two ratios in HMX (x¼ 40 and 42%) with the
same compression rate uc¼ 8.76 km=s for both RDX and
HMX. Because the cell lengths of RDX and various HMX
crystal phases are different, the duration of constant rate
compression and expansion stages in the simulation procedure
will also be different. Detailed simulation times at each stage
of the procedure for different crystals and different compression
ratios are listed in Table 1.

The packing structures of the RDX and HMX crystals were
taken from the Cambridge Structural Database (CSD). Each
CSD unit cell was duplicated by (2� 1� 1) for RDX, (1� 1� 2)
for a-HMX, (4� 1� 2) for b-HMX, (2� 2� 1) for c-HMX, and
(2� 2� 1) for d-HMX, providing in total of 16 energetic (RDX
or HMX) molecules in the RDX, a-HMX, b-HMX, and c-HMX
supercells (the latter also includes 8 additional H2O molecules)
and 24 molecules in the d-HMX supercell. The uniaxial strain is
applied along the X-direction of the CSD cell for RDX, b-HMX,
and c-HMX; along the Y-direction of the a-HMX cell; and along
the Z-direction of the d-HMX cell. Each supercell structure was
optimized by energy minimization using the ReaxFF force fiel-
d,and then equilibrated at T0¼ 300K by performing 5 ps cano-
nical ensemble (NVT)-RD simulation followed by 2.5 ps
isothermal-isobaric ensemble (NPT)-RD simulation at the
pressure P¼ 0 in order to remove the residual stresses. The
temperature of the system was controlled by a Berendsen ther-
mostat [43] with a damping constant of 50 fs. A Berendsen baro-
stat was used in the NPT simulation to change the system
volume uniformly in all three directions, resulting in a decrease
of the system pressure to about 0.1GPa (the pressure damping
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constant was set to 5,000 fs). The final structures were then used
to carry out the previously described four-stage compression–
expansion RD simulations with the ReaxFF to study the initial
response and the sensitivity of these explosives at different
compression ratios.

The integration time step was set to 0.25 fs in the prelimi-
nary NVT and NPT simulation and to 0.1 fs in the controlled
rate strain RD simulations. These time steps provide good
energy conservation with the ReaxFF method. The atom coor-
dinates and the bond orders were recorded in a trajectory file
at every 0.20 ps and then used to determine the molecular
species in the system. The bond order cutoff for molecule
recognition used in the species analysis for all cases was 0.3;
note that this cutoff does not affect system energies or forces.
The molecule recognition in the species analysis was performed
by using the connection table generated at each time step
and calculating molecular components and their compositions
in the system [34]. The time evolution of the abundance of
reactants, products, and intermediates provides detailed infor-
mation on the chemical reaction pathways inside the energetic
crystals under high strain rate conditions of their compression
and expansion and elucidates the factors that affect energetic
material sensitivity.

Results and Discussions

RDX Crystal

We first tested RDX crystal with the controlled strain proce-
dure using five different uniaxial compression–expansion rates
x¼ 30, 35, 38, 40, and 45% along the x-direction of the CSD cell
(i.e., [100] direction). Figures 2a–2d display the time evolution
of the system temperature, potential energy, total number of
fragments per RDX molecule, and the system pressure, respec-
tively. For the lowest compression ratio x¼ 30%, the system
temperature always stays below 1200K and the number of frag-
ments per RDX molecule remains 1.0 during the simulation
process except for a short period at the compression stage.
There the number of fragments becomes less than one because
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of the clustering of RDX molecules (some of the molecules are
pushed very close to each other under compression and form
a cluster that cannot be discriminated by the recognition proce-
dure based on the fixed bond order cutoff criteria). The degree
of such clustering increases when the compression ratio grows
in the beginning of the first simulation stage (see Fig. 2c). It
is not related to the chemical reactions in the molecules and will
disappear when the system is expanded as seen in Fig. 3a at

Figure 2. System temperature (a), potential energy (b), frag-
ments (c), and pressure (d) for the RDX crystal in different
regions (compression, first NVE, expansion, and second NVE)
at the compression ratios of x¼ 30, 35, 38, 40, 42, and 45%.
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x¼ 30%. For the highest compression ratio x¼ 45%, the system
temperature increases dramatically up to 4520K (Fig. 2a).
Such a sharp increase in temperature is due to the initiation
of chemical reactions in the system when chemical bonds in
molecules are broken under high pressure and temperature,

Figure 3. Individual species analysis of (a) RDX, (b) other
species (c) NO2, (d) NO, (e) HONO, and (f) OH for RDX
crystal at the compression ratios of x¼ 30, 40, 45, and 50%.

102 L. Zhang et al.

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
3
:
3
8
 
1
6
 
J
a
n
u
a
r
y
 
2
0
1
1



and new products such as H2O, N2, CO, and CO2 are
formed providing a positive energy balance from such reactions
(e.g., N2 molecules start to appear after 1.3 ps, resulting in a
high energy release). Because of those reactions, the number
of fragments per RDX molecule grows to about 3.1 at the end
of the expansion and then continuously increases during the
NVE stage up to 5.9 in the end.

In order to determine the critical compression ratio at which
the explosive RDX gets detonated, we collected the tempera-
ture and the number of fragments per RDX molecule at the
end of each action (i.e., compression, first NVE, expansion,
and second NVE). Figures 4a and 4b show the plots of tempera-
ture and number of fragments vs. compression ratio at different
stages. At lower compression ratios (x< 40%), the temperature
increase across different stages is quite small. Particularly, the
temperature has almost no change at the end of expansion and
second NVE stages, which also correlates with a small change
in the fragments (Fig. 4b). The temperature and fragments,
however, increase substantially when the compression ratio is
larger than 40%. For instance, the final temperatures are
2790 and 4520K and the fragments per RDX molecule are 3.6
and 5.9 for x¼ 42 and 45%, respectively. Our simulation results
suggest that the critical compression ratio is around x¼ 40% for
RDX at the simulated compression rate of 8.76 km=s.

The behavior of the system potential energy provides further
evidence of an existence of the compression threshold for the
initiation of decomposition. At the compression stage
(<0.15 ps) the potential energy per RDX molecule increases
by 52.1, 70.2, 104.3, 116.6, 137.8, and 172.4 kcal=mol for com-
pressions of x¼ 30, 35, 38, 40, 42, and 45%, respectively (see
also Fig. 2b). The details of potential energy change at each
simulation stage are given in Fig. 5. The largest change is
observed at the expansion and second NVE stage for the
compression ratio x¼ 45%.

We also compared the evolution of system pressure during the
simulations, which is plotted in Fig. 2d and exhibits the maxi-
mum at the compression stage. It attains about 13GPa for the
lowest compression ratio x¼ 30%, and it rises up to about
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45.5GPa for the highest ratio x¼ 45%, overshooting the experi-
mental value of the RDX detonation pressure [1]. For the thresh-
old compression x¼ 40%, the pressure at the end of compression
stage remains about 30.2GPa, which is still slightly below the
detonation pressure. Correspondingly, we observed only small

Figure 4. (a) Temperature and (b) fragments vs. compression
ratio for the RDX crystal in different regions: compression,
first NVE, expansion, and second NVE.
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reactions during the expansion for x¼ 40% with a slow increase
of the fragments up to 1.8 during the rest of simulations. The
pressures at the end of the compression stage are plotted in
Fig. 6a. For a comparison, Fig. 6b also shows the average pressure
at the end of the second NVE simulation. At low compression
ratios (x< 40%), almost no reaction is found in the system,
resulting in a very small pressure increase at the end of the
simulation. However, for higher compressions (x> 40%), the
induced pressure becomes higher than the detonation one, and
all molecules are decomposed very quickly with many primary
and secondary reactions, considerably elevating the final system
pressure up to 4.4 and 6.4GPa for x¼ 42 and 45%, respectively.
It also indicates a critical change in the response of RDX crystal
above the compression threshold x¼ 40%.

In order to visualize the resulting fragments of each system,
we display the initial and final configuration from each simula-
tion in Figs. 7a–7d. The degree of decomposition of RDX
molecules is very different: there is almost no decomposition
for x¼ 30%, whereas every molecule is decomposed at
x¼ 45%. For the case of x¼ 40%, we can see more reacted
molecules, but the degree of decomposition remains much less
than in the case of x¼ 45%.

Figure 5. Potential energy change in different regions for RDX
crystal under compression ratios x¼ 30, 35, 38, 40, 42, and 45%.
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The analysis of evolution of the system temperature, poten-
tial energy, number of fragments per molecule (degree of
decomposition), and the system pressure leads to a consistent
conclusion. It suggests that in the controlled strain RD simula-
tion of RDX crystal at the compression rate of 8.76 km=s, the
critical compression threshold for initiation of decomposition
on a very short (picosecond) timescale is about x¼ 40%. Within
the simulation time (�6 ps) we have not observed the decompo-
sition of RDX molecules in a crystal compressed below this
critical value. On the other hand, RDX molecules start to
decompose at compression x¼ 42% and above, with a fast
increase in the products of chemical reactions and the degree
of decomposition.

Figure 6. (a) Maximum pressure under compression and (b)
final pressure for the RDX at x¼ 30, 35, 38, 40, 42, and 45%.

106 L. Zhang et al.

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
3
:
3
8
 
1
6
 
J
a
n
u
a
r
y
 
2
0
1
1



To test the reproducibility of these impact sensitivity simula-
tions by the procedure coupled with RD simulations proposed
in this work, we repeat nine simulations on RDX crystal with
the highest compression (x¼ 50%) using the same compression
rate but varying initial atom velocities in the starting config-
uration. Figures 8a–8c give the system properties—tempera-
ture, potential energy, the number of fragments per RDX
molecule, and system pressure—for all nine simulation cases,

Figure 7. Snapshots of the last frame for the RDX crystal at
different compression ratios x¼ 0, (b) x¼ 30%, (c) x¼ 40%,
and (d) x¼ 45%.
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respectively. These plots show that simulation results are
indeed reproducible.

Figure 2c only shows the total number of species in the sys-
tem during simulations. To identify detailed species in each
case, we performed species analysis on the simulation data
and retrieved the number of individual species generated
by chemical reactions occurring in the RDX crystal. As an
example, Fig. 9 gives a detailed species analysis for major
components and intermediates in the RDX system at the com-
pression ratios of x¼ 42 and 45%. Because fewer new species are
generated at the lower compression ratios x¼ 30, 35, 38, and
40%, it is not necessary to do a detailed species analysis for

Figure 8. System temperature (a), potential energy (b),
fragments per RDX molecule (c), and pressure (d) for the
RDX crystal at the compression ratio of x¼ 50% from multiple
runs. Reproducible data can be obtained for the fast compres-
sion simulations.

108 L. Zhang et al.

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
3
:
3
8
 
1
6
 
J
a
n
u
a
r
y
 
2
0
1
1



these cases. For clarity, only those components that have
higher maximum concentration than 1 are shown in this figure.
The species analysis shows that all RDX molecules decompose
very quickly at x¼ 42 and x¼ 45% and that components such
as NO2, NO, HONO, CO, CO2, H2O, N2, OH, and O2 are iden-
tified from the simulation, which is in qualitative agreement
with experimental results [39]. This detailed species analysis
also shows the trend of how these components are changed with
the compression ratio. As shown in Fig. 9, products N2 and H2O
are much more dominant at x¼ 45% than at x¼ 42% and the
first formation time of N2 at x¼ 45% (t¼ 0.8 ps) is much earlier
than that at x¼ 42% (t¼ 5.3 ps). Moreover, new products CO
and CO2 are observed in the system with compression ratio
x¼ 45%, whereas no CO and CO2 are found at x¼ 42%. It is

Figure 9. A detail species analysis for the RDX crystal at the
compression ratios of (a) x¼ 42% and (b) x¼ 45%.
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also found that the intermediates such as HONO and NO2 and
NO at x¼ 45% are much more prevalent than at x¼ 42%. The
species analysis provides clear evidence that more chemical
reactions are involved in the system when a higher compression
ratio is applied to the RDX crystal.

As discussed above, the RDX crystal at x¼ 40% compression
is about to reach the detonation point and part of the RDX
molecules just begin to decompose (primary reactions). How-
ever, for the cases with x> 40%, the RDX crystal is fully
initiated and the decomposition of RDX molecules includes
not only primary reactions but also secondary reactions, which
form final exothermic products like H2O, N2, CO, and CO2

observed frequently in experiments [44,45]. This information
on individual species can provide hints as to how RDX
molecules dissociate under higher compression ratios.
Figures 3a–3f compare each individual fragment per RDX
molecule at different compression ratios. We include the case
at very high compression ratio 50%, so that we can show the
evidence of secondary reactions in such a system. Four com-
pression ratios x¼ 30, 40, 45, and 50% are compared in this fig-
ure. The individual fragments include RDX, NO2, NO, HONO,
OH, and others, which constitute a sum of the fragments whose
number is never greater than 1 at any period within the simula-
tion window. At the low compression ratio x¼ 30%, there is no
chemical reaction at all, so all RDX molecules are kept in the
system after the simulation is done. At higher compression
ratios, however, most RDX molecules decompose: some RDX
molecules are left for x¼ 40%, but there are no RDX molecules
left in the cases for x¼ 45 and 50% (Fig. 3a). The degree of
decomposition for the cases at x¼ 45 and 50% are much higher
than that for x¼ 40% and thus more intermediates NO2 and
NO are produced (see Figs. 3c–3d). The number of the inter-
mediate HONO for the cases of x¼ 45 and 50% for early times
(<2.0 ps) is more than that for the case of x¼ 40%. But it
dramatically decreases after 3.0 ps for x¼ 45 and 50% and
increases for x¼ 40% (Fig. 3e). This is because the secondary
reactions occur for the cases of x¼ 45 and 50% after 3.0 ps
and HONO molecules react with other intermediates to form
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final products such as N2 and H2O. These simulation results
provide further evidence that both primary reactions and
secondary reactions occur for the cases at compression ratios
higher than the critical point at which the RDX crystal is
detonated.

To verify the predictions obtained with the proposed
constant strain rate compression–expansion procedure, in
Fig. 10 we provide the results of our previous RD simulations
of piston-driven shock compression in the RDX crystal contain-
ing 128 molecules. The crystal is compressed by a piston mov-
ing along the [100] direction at constant velocity up¼ 4 km=s,
reaching the peak compression ratio of about 44% at the time
of 0.8 ps and then bouncing back. Because the crystal has an

Figure 10. Product frequencies per molecule for the piston-
driven shock compression of RDX crystal with 128 RDX
molecules at piston velocity up¼ 4 km=s.
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open surface on the opposite side, there is no limit for the
volume expansion in contrast to the controlled strain proce-
dure. In particular, some of the surface RDX molecules are
pushed away by the emerging shock wave and remain undisso-
ciated. Still, the final product distribution of piston-driven
shock and controlled strain simulations at the compression
ratio x¼ 45% are in quite reasonable agreement, indicating that
the proposed procedure can be helpful in testing the sensitivity
of energetic materials under high strain rate compression.

HMX Crystals in Different Phases

From the simulations on RDX described in the previous
section, we have found that the critical compression ratio for
this nitramine compound is about 40%. In order to test the
sensitivity of HMX in different phases, similar RD simulations
were performed on HMX crystals for four phases (a-HMX,
b-HMX, c-HMX, and d-HMX) with compression ratios x¼ 40
and 42%. Figures 11a and 11b show the system temperature,
number of fragments per HMX molecule, and average pressure
when compression ratios x¼ 40 and 42% are applied to these
four phases of HMX crystals, respectively. The highest
temperatures are 1643, 1728, 1646, and 2936K at x¼ 40%
and 2404, 1755, 1772, and 3625K at x¼ 42% for a-HMX,
b-HMX, c-HMX, and d-HMX, respectively. The number of
fragments per HMX molecule are 1.4, 1.6, 1.8, and 4.5 at
x¼ 40% and 3.3, 1.4, 2.2, and 6.0 at x¼ 42% for these four
phases. Clearly, d-HMX is the most sensitive and b-HMX is
the most stable among the four phases. The pictures (middle
row in Fig. 11) show that during the compression regime the
HMX molecules of every phase cluster together and partially
decluster back into HMX molecules during expansion (see
Fig. 12a and related discussion), as observed in the RDX crys-
tal mentioned in the previous section. For a visual illustration,
Figs. 13a–13d display system configurations at the end of the
simulations were finished for the four HMX systems. These
system configurations confirm that the highest degree of
decomposition can be found in d-HMX.
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The system pressures during simulations for each case are
plotted in Fig. 11 (lower row). The pressure after compression
reaches 26.4, 35.4, 21.7, and 31.9GPa at x¼ 40% for a-HMX,
b-HMX, c-HMX, and d-HMX, respectively. These pressures
increase from 1 up to 6GPa when the compression ratio is chan-
ged from 40 to 42%. The system pressure of b-HMX is less than

Figure 11. System temperature, fragments per HMXmolecule,
and pressure for a-HMX (blue lines), b-HMX (red lines),
c-HMX (green lines), and d-HMX (black lines) at the compres-
sion ratios of (a) x¼ 40% and (b) x¼ 42%.
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experimental detonation pressure (39.2GPa) [1,46,47] and
almost no HMX molecules are found to decompose in the
b-phase. This shows that the b-HMX crystal is the most stable
among these four phases. Because HMX molecules in the
d-phase decompose very quickly and many product molecules
are generated during the decomposition, the final pressure of

Figure 12. Individual species analysis of (a) HMX, (b) HONO,
(c) NO2, and (d) NO for a-HMX (blue lines), b-HMX (red
lines), c-HMX (green lines), and d-HMX (black lines) at the
compression ratio of x¼ 40%.
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the d-phase is about 4.8GPa at x¼ 40% and 6.4Gpa at x¼ 42%,
which is larger than those of the a-, b-, and c-phases (1.8Gpa at
x¼ 40% and 2.4Gpa at x¼ 42%).

To determine the order of the sensitivity of HMX in
these four phases, we collected the system temperatures and

Figure 13. Snapshots of the last frame for the HMX crystals
at x¼ 40% compression ratio: (a) a-HMX, (b) b-HMX, (c)
c-HMX, and (d) d-HMX. The highest degree of decomposition
of HMX molecules is observed in the d-phase.
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fragments per HMX molecules in the region of compression,
first NVE, expansion, and second NVE. Figures 14 and 15 give
the temperatures and number of fragments at the end of
each action for the HMX crystals at x¼ 40 and 42%. Both
temperature and the number of fragments from d-HMX
increase much faster from one region to another than those
from a-HMX, b-HMX, and c-HMX. Particularly, this increase
becomes much more prominent at a higher compression ratio
of 42%. With this high compression ratio, the difference
between the a-phase and the b-phase is distinguished; that is,
a-HMX is more sensitive than b-HMX. For c-HMX, it is easy
to tell that at lower compression ratio x¼ 40% it is more stable

Figure 14. System temperature for the HMX crystals in differ-
ent phases in the region of compression, first NVE, expansion,
and second NVE at the compression ratios (a) x¼ 40% and
(b) x¼ 42%.
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than d-HMX but more sensitive than a-HMX and b-HMX.
At higher compression ratio x¼ 42, the fragment data show
that c-HMX keeps the same sensitivity order as the one at
x¼ 40% until the expansion is finished (�2.1 ps; see Figs. 11b
and 15b). Based on the number of fragments per HMXmolecule
(degree of decomposition) and the temperature changes in the
region of compression, first NVE, expansion, and second NVE
from the simulation results, the sensitivity of HMX crystals
at four phases increases in this order: b< a< c< d. This order
is consistent with the experiment by McCrone [46]. More
evidence of this stability order will be shown in the following
species analysis.

Figure 15. The number of fragments per HMX molecules in
the region of compression, first NVE, expansion, and second
NVE at the compression ratios (a) x¼ 40% and (b) x¼ 42%.
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Similar to the individual species analysis of RDX, Figs. 12a–
12f compare the individual species of HMX, others, NO2, NO,
HONO, and H2O, respectively, for a-HMX, b-HMX, c-HMX,
and d-HMX. For the species HMX, Fig. 12a shows that in the
d-phase all HMX molecules decompose very quickly and gener-
ate many intermediates and final products, as identified in
those cases of RDX, whereas in a-, b-, and c-phases HMX mole-
cules are clustered during compression and then fewer HMX
molecules decompose to generate just a few intermediates such
as NO2, NO, and HONO. Similar species from the decomposi-
tion of HMX have been found by experiments [48]. The total
number of these individual species is less than 0.1 per HMX
molecule, as shown in Figs. 12c–12e. Figure 12b shows the com-
parison of the others for these four phases. For these cases of
HMX, the others are defined as the summation of those frag-
ments whose maximal occurrence is less than 2 in the whole
simulation process. As can be seen, many more new fragments
are generated from d-HMX than from the other three phases.
The individual species analysis in Fig. 12 also confirms that
the sensitivity of HMX crystals at four phases increases in this
order: b< a< c< d.

Because all HMX molecules decompose and generate many
intermediates and further final products, a detailed species ana-
lysis was performed for the cases of d-HMX at the compression
ratios of x¼ 40 and 42%, as shown in Fig. 16 (for clarity the
lines for those species whose total number is less than 2 are
removed). In these cases of d-HMX at x¼ 40 and 42%, inter-
mediates NO2, NO, OH, and HONO and final products H2O,
N2, CO, CO2, and O2 are found from the decomposition. At a
later stage of the decomposition process (>4.8 ps), the number
of intermediates NO2, NO, and OH decreases, whereas the
number of final products H2O, N2, CO increases quickly, indi-
cating that the secondary reactions occur during that time.
The intermediates NO2, NO, OH, and HONO are formed at a
very similar time at both compression ratios x¼ 40 and 42%,
but evolutions of these intermediates are very different. For
example, the number of HONO keep increasing at x¼ 40%,
whereas at x¼ 42% it increases in early time (t< 3.0 ps) and
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then keeps decreasing during the rest of the simulation time.
Moreover, the final products H2O, N2, and CO at x¼ 42% are
greater than at x¼ 40%.

From the species analysis above we can conclude that for the
cases of a-, b-, and c-phases all HMX molecules start to decom-
pose and chemical reactions are primary, whereas both primary
and secondary reactions are observed for the case of the d-phase
and many more secondary reaction species are produced in this
case. The finding from the case d-phase is very similar to that
observed in Fig. 9 for RDX at x¼ 42 and 45% compression ratios.
For a better view of the system after the decomposition process,

Figure 16. A detailed species analysis for d-HMX crystal at
the compression ratios of (a) x¼ 40% and (b) x¼ 42%.
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the final configurations can be seen in Figs. 13a–13d for HMX
crystals in the a-, b-, c-, and d-phases at x¼ 40%. For a-HMX
and b-HMX, the degree of decomposition is much less than that
of d-HMX. For c-HMX, it seems greater than those of HMX in
a- and b-phases but is certainly less than that of d-HMX.

In order to explain the sensitivity difference between b- and
d-HMX, we calculated the strain energies of all NO2 groups in
HMX molecules and other atoms (rings in HMX molecules).
Figures 17a–17d plot the distributions of strain energy of these
NO2 groups in HMX molecules during the compression
region (<0.14 ps) for both b- and d-HMX. It shows that during

Figure 17. Strain energy distributions for NO2 groups in HMX
molecules for b-HMX (broken lines) and d-HMX (solid lines)
during compression with x¼ 42% (t¼ 0.02, 0.08, 0.12, and
0.14 ps).
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compression the strain energies of NO2 group are more widely
distributed in d-HMX than those in b-HMX, particularly at
the later compressions t¼ 0.12 and 0.14 ps (Figs. 17c and
17d). We also calculated the area under the curve for the strain
energy distribution of groups NO2 and rings in HMX molecules,
as shown in Fig. 18a (NO2 groups) and Fig. 18b (ring groups).
For ring groups, integrated areas under the curve between b-
and d-HMX have no big difference. For NO2 groups, at the
beginning of the compression (t< 0.04 ps), the integrated areas
under the curve are very similar in both b- and d-HMX,
whereas the areas under the curve at later compressions
(0.04 ps<t< 0.14 ps) in d-HMX are always larger than those
in b-HMX, indicating that more strain energy is stored in the
NO2 group for d-HMX during the compression. These strain

Figure 18. Integrated areas under the curve of strain energy
distribution for (a) NO2 and (b) ring groups in HMX molecules
for b-HMX (broken lines) and d-HMX (solid lines) during
compression with x¼ 42%.
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energies result in a breakage of the NO2 group from HMX
molecules, which has been suggested as an initial step by
experiments and QM calculations [44,48–50]. The potential
energy calculations suggest that the differences in strain
energy buildup observed at the fast compression stage in our
simulations could be related to the variation of sensitivity of
different HMX phases.

Conclusions

In this work, we used reactive dynamic simulations with the
ReaxFF force field to model the impact sensitivity of RDX
and of four HMX phases (a, b, c, and d) at various compression
ratios by a high rate compression–expansion approach. For the
RDX crystals, at lower compression ratios (x< 40%) only a few
RDX molecules decompose and only primary reactions are
found during this decomposition process, which produces a
few intermediates; for example, NO2, NO, HONO. At higher
compression ratios (x> 40%), all RDX molecules decompose
very quickly and both primary and secondary reactions are
found in the decomposition processes, which produce not only
various intermediates but also the final products H2O, N2,
CO, CO2, which have been identified by many experimental
measurements [48]. The simulation results suggest that the cri-
tical compression ratio for RDX is about 40% in volume at a
rate of 8.76 km=s. For the HMX in different phases, it is shown
that the impact sensitivity increases in this order: b< a< c< d.
At the same compression ratio x¼ 40%, all HMX molecules
in the d-phase decompose quickly and both primary and
secondary reactions are found. However, only a few HMX
molecules in a-, b-, and c-phases decompose. At a higher
compression ratio (x¼ 42%), secondary reactions start earlier
and more find products are formed. The results for HMX
crystals in four phases are in agreement with those obtained
from experiments [44]. Analysis of the simulation results
suggests that the strain energy stored in NO2 groups in
HMX molecules during the compression is responsible for the
sensitivity difference for HMX crystals.
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This study has demonstrated that the high rate compression–
expansion approach by RD simulations with the ReaxFF
force field can be used to evaluate the sensitivity of RDX
and HMX high explosives. We are currently using this approach
equipped with the ReaxFF to test other energetic materials
(e.g., pentaerythritol tetranitrate and triamino trinitroben-
zene). Typically, CPU time for one simulation run (up to 45%
compression) is between 10 and 24h on a single 3.0-GHz
processor, but most simulations require less than 18h of CPU
time. The RD simulation approach proposed in this work
provides a tool for fast evaluation of the sensitivity and
coupling between mechanical impact and reactivity of energetic
materials.
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